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The Beginning

 Originally revealed with 1.0 spec, March 2011, contributed by Matthew Wilcox

 Merge to mainline January, 2012 with 3.3.

 Since then, has seen over 150 commits from 25 individuals contributing bug 
fixes, features and enhancements.

3.3  Initial commit based on NVMe™ 1.0c
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Kernel 3.6 …

3.3  Initial commit based on NVMe™ 1.0c

3.6  Greater than 512 byte block support
 Device capability constraints
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Kernel 3.9 …

3.3  Initial commit based on NVMe™ 1.0c

3.6
 Greater than 512 byte block support
 Support for devices with limited 

capabilities

3.9
 Discard/TRIM (NVME Data-Set Mgmt)
 Metadata pass-through commands
 SG_IO SCSI-to-NVMe translation
 Character device for management
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Kernel 3.10: Bio Splitting

 Not all I/O vectors can be mapped 
to an NVMe™ command’s PRP list

 Requires virtually contiguous 
buffers
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Kernel 3.12 …

3.12  Power Management: Suspend/Resume
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Kernel 3.15 …

3.12  Power Management: Suspend/Resume

3.14
 Dynamic Partitions
 Surprise Removal, no I/O
 Command Abort Handling
 Controller Failure and Recovery

3.15
 HDIO_GETGEO
 Pre-CPU Queue Optimizations
 Hot Plug CPU
 Surprise Removal while Running IO



9

Kernel 3.15: Disk Geometry

 Prevent partitions that create this scenario:
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3.15: Per-CPU Optimization

 When more cores than queues, before:
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3.15: Per-CPU Optimization

 When more cores than queues, after:
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3.15: Surprise Removal

 Additional synchronization and reference counting software need for 
controller + storage removal safe without sacrificing performance
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Kernel 3.16 …

3.12  Power Management: Suspend/Resume

3.14
 Dynamic Partitions
 Surprise Removal, no I/O
 Command Abort Handling
 Controller Failure and Recovery

3.15
 HDIO_GETGEO
 Pre-CPU Queue Optimizations
 Hot Plug CPU
 Surprise Removal while Running IO

3.16
 Flush
 Tracepoints
 Function Level Reset Notify
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Kernel 3.19 …

3.19
 Additional device removal error 

handling
 Hot plug corner case error handling
 Block-Multiqueue conversion
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Kernel 4.0 …

3.19
 Additional device removal error 

handling
 Hot plug corner case error handling
 Block-Multiqueue conversion

4.0  NVMe™ Multipath capabilities with 
device-mapper multipath.
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Kernel 4.1 …

3.19
 Additional device removal error 

handling
 Hot plug corner case error handling
 Block-Multiqueue conversion

4.0  NVMe™ Multipath capabilities with 
device-mapper multipath.

4.1

 Data integrity extensions for separate 
meta-data support

 Passthrough support for interleaved 
metadata

 Hot-CPU support




